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Abstract. In [D. Diener, SIAM J. Numer. Anal., 27 (1990), pp. 543–551], a conjecture on the
dimension of the bivariate spline space Sr

2r(�) over the Morgan–Scott triangulation was posed. In
this paper, it is proved that the conjecture should be modified for all even r > 2.
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1. Introduction. Let Sr
n(�) denote the space of Cr differentiable bivariate

piecewise polynomial functions of total degree n over a regular triangulation �. It
is well known that in contrast to the univariate case, the problem of determining the
dimension of Sr

n(�) is difficult. The lower and upper bound given in [10], [11] are far
apart for large r. The lower bound actually gives the dimension of the spline space
in many cases. The major difficulty is the fact that dimSr

n(�) generally depends on
the geometric properties of the triangulation.

A case study for the dimension problem, encountered perhaps most frequently,
is the Morgan–Scott triangulation �ms, i.e., the Schlegel diagram of an octahedron
(Figure 1.1), introduced in [9]. The number of degrees of freedom in Sr

n(�ms) and its
dependence on the geometry of the partition have been studied in a number of papers
including [6], [8], [12], [4], [5], [7]. In this paper we show that a conjecture on when
the dimension exceeds the lower bound is correct for r = 2 but is not correct for even
r ≥ 4.
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Fig. 1.1. The Morgan–Scott triangulation.
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We follow the notation of [8], recalled on Figure 1.1. The boundary vertices are
denoted by V1, V2, V3, and interior vertices as V̂1, V̂2, V̂3. The triangulation �ms

consists of seven nondegenerate triangles T , Ti, T̂i. Note that the line through V̂i+1

and V̂i+2 separates the vertices Vi and V̂i. Thus, if ri, si and ti are the barycentric
coordinates of the vertex Vi with respect to the triangle T := V̂1V̂2V̂3,

Vi = riV̂i + siV̂i+1 + tiV̂i+2, i = 1, 2, 3,

the coordinate ri is negative. Here and throughout the paper, all the indexes, denoting
the geometric objects in �ms such as vertices, triangles, and barycentric coordinates
are taken modulo 3, i.e., V4 := V1, V−1 := V2, etc. In order to avoid a discussion of a
very particular case, let us further assume that no two adjacent edges are collinear.
Then

si �= 0, ti �= 0, i = 1, 2, 3.(1.1)

In [8], the case n = 2r was studied, and the following bounds for the dimension
dimSr

2r(�ms) were established:

α + σ ≤ dimSr
2r(�ms) ≤ α + σ + 1,

where

α :=

(
2r + 2

2

)
, σ := 3

r∑
j=1

(r + 1 − 3j)+

with (.)+ := max(., 0). Further, dimSr
2r(�ms) = α + σ unless the barycentric coor-

dinates of the vertices Vi with respect to the triangle T satisfy

s1s2s3 = t1t2t3, r odd,
s1s2s3 = ±t1t2t3, r even.

(1.2)

It was also conjectured in [8] that (1.2) gives the necessary and sufficient condition
for

dimSr
2r(�ms) = α + σ + 1

for all r ≥ 1, and the conjecture was confirmed for r = 1, 2. The conjecture was
further verified for r = 3 in [5], but it turned out to be wrong for r = 4 (see [7]). In
this paper, we extend the last result to general r and prove the following theorem.

Theorem 1.1. Suppose that s1s2s3 = −t1t2t3. For any even r > 2,

dimSr
2r(�ms) = α + σ.

Thus the case r = 2 is an exception, and the conjecture in [8] should be modified
as follows: If r is greater than 2, then dimSr

2r(�ms) = α + σ + 1 if and only if

s1s2s3 = t1t2t3.

2. Smoothness conditions. Smoothness conditions used in the paper will be
expressed as a relation between the Bézier ordinates of the adjacent triangles as in
[8]. Let

P
[	]
i,j,k := 1

2r (iV	 + jV̂	+1 + kV̂	+2),

P̂
[	]
i,j,k := 1

2r (iV̂	−1 + jV	+1 + kV	),

i + j + k = 2r, � = 1, 2, 3,



SPLINES ON THE MORGAN–SCOTT TRIANGULATION 1023

be the domain points of triangles T	, T̂	 ∈ �ms and β
[	]
i,j,k, β̂

[	]
i,j,k the corresponding

Bézier ordinates associated with the domain points P
[	]
i,j,k, P̂

[	]
i,j,k, respectively. Let

ai,j , bi,j and ci,j be the barycentric coordinates of Vj with respect to the triangle Ti,

Vj = ai,jVi + bi,j V̂i+1 + ci,j V̂i−1.

It is easy to derive the relations between ai,j , bi,j , ci,j and ri, si, ti. In particular,

a	,	+1 =
t	+1

r	
, b	,	+1 = r	+1 − s	t	+1

r	
, c	,	+1 = s	+1 − t	t	+1

r	
,

a	+1,	 =
s	
r	+1

, b	+1,	 = t	 − s	s	+1

r	+1
, c	+1,	 = r	 − s	t	+1

r	+1
.

Given a spline s ∈ Sr
2r(�ms), let p	 := s|T�

and p̂	 := s|T̂�
denote the polynomial

restrictions. In the Bernstein–Bézier form p	 and p̂	 read as

p	(a, b, c) =
∑

i+j+k=2r

β
[	]
i,j,k

(2r)!

i!j!k!
aibjck,

p̂	(â, b̂, ĉ) =
∑

i+j+k=2r

β̂
[	]
i,j,k

(2r)!

i!j!k!
âib̂j ĉk,

where (a, b, c) and (â, b̂, ĉ) are barycentric coordinates with respect to the triangles T	

and T̂	. If the ordinates corresponding to the domain points in the triangle T are zero,
then the smoothness conditions across the common edge of two adjacent triangles are
simply

β
[	]
i,j,k = 0, i ≤ r,

β̂
[	]
i,j,k = 0, i ≥ r,

� = 1, 2, 3.

The remaining smoothness conditions [2], [3] can be written as

β̂
[	]
i,j,k = (a	,	+1E1 + b	,	+1E2 + c	,	+1E3)jβ

[	]
k,0,i,

β̂
[	]
i,j,k = (a	+1,	E1 + b	+1,	E2 + c	+1,	E3)kβ

[	+1]
j,i,0 ,

(2.1)

where 0 ≤ i < r, � ≤ j, k ≤ r, i + j + k = 2r, � = 1, 2, 3, and E1, E2, E3 are shift
operators, defined in [3] as

E1fi,j,k = fi+1,j,k, E2fi,j,k = fi,j+1,k, E3fi,j,k = fi,j,k+1.

Since for 1 ≤ j, k ≤ r, β̂
[	]
i,j,k appears in both relations (2.1), the remaining smoothness

conditions can be written as homogeneous relations among the Bézier ordinates for
triangles T1, T2, T3 only,

(a	,	+1E1 + b	,	+1E2 + c	,	+1E3)jβ
[	]
k,0,i

= (a	+1,	E1 + b	+1,	E2 + c	+1,	E3)kβ
[	+1]
j,i,0 ,

where i < r, 1 ≤ j, k ≤ r, i + j + k = 2r, and � = 1, 2, 3.
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Let D(�) denote the set of the domain points for the triangulation �. For any

t = P
[	]
i,j,k ∈ D(�), let λt be the linear functional on Sr

n(�ms) defined by λts := β
[	]
i,j,k.

A set of the domain points G ⊂ D(�) is called the determining set for Sr
n(�) if for

s ∈ Sr
n(�),

λts = 0 for all t ∈ G =⇒ s = 0.

If G is a determining set for Sr
n(�), then dimSr

n(�) ≤ #G, where #G denotes the
cardinality of the set of G (see [1]). We proceed to construct a particular determining
set that will allow the conclusion of Theorem 1.1.

Let us follow the paper [8], and let G′ denote the set consisting of all domain
points in the triangle T , the domain points

P
[	]
r+m,n−m,r−n, 1 ≤ n ≤ r

2
, 1 ≤ m ≤ (3n− r − 1)+, � = 1, 2, 3,

and the domain points in the set{
P

[	]
r+n−j,j,r−n,

r

2
< n < r, 1 ≤ j ≤ r − n, � = 1, 2, 3

}
\
{
P

[	]
2r−2,1,1, � = 1, 2, 3

}
.

As shown in [8], there is a total of α+ σ− 3 domain points in G′. Let us assume that
all Bézier ordinates associated with the domain points in G′ are zero. Then, as in the

proof of Theorem 1 in [8], all Bézier ordinates β
[	]
i,j,k with i + j + k = 2r, i < 2r − 2,

and � = 1, 2, 3 and all β
[	]
2r−2,2,0 and β

[	]
2r−2,0,2 with � = 1, 2, 3 are zero. There are

only three index triples left to be examined. Put A	 := ra	+1,	a	,	+1 − (r − 1). The
relations (2.1) for the index triple (1, r − 1, r), say for � = 2, read

β̂
[2]
1,r−1,r = (a23E1 + b23E2 + c23E3)r−1β

[2]
r,0,1

= ar−1
23 β

[2]
2r−1,0,1 + (r − 1)ar−2

23 b23β
[2]
2r−2,1,1,

β̂
[2]
1,r−1,r = (a32E1 + b32E2 + c32E3)rβ

[3]
r−1,1,0

= ar32β
[3]
2r−1,1,0 + rar−1

32 c32β
[3]
2r−2,1,1;

hence

ar−1
23 β

[2]
2r−1,0,1 − ar32β

[3]
2r−1,1,0(2.2)

= rar−1
32 c32β

[3]
2r−2,1,1 − (r − 1)ar−2

23 b23β
[2]
2r−2,1,1.

Similarly at the point (1, r, r − 1),

ar23β
[2]
2r−1,0,1 − ar−1

32 β
[3]
2r−1,1,0(2.3)

= (r − 1)ar−2
32 c32β

[3]
2r−2,1,1 − rar−1

23 b23β
[2]
2r−2,1,1.

By combining (2.2) and (2.3) one obtains

ar−1
23 β

[3]
2r−1,0,1 = a

(r−1)
32 r2β

[3]
2r−2,1,1 + r3a

r−2
23 A2β

[2]
2r−2,1,1.

Thus for general �,

ar−1
	,	+1β

[	]
2r−1,0,1 = ar−1

	+1,	r	β
[	+1]
2r−2,1,1 + r	+1a

r−2
	,	+1A	β

[	]
2r−2,1,1,(2.4)

ar−1
	+1,	β

[	+1]
2r−1,0,1 = ar−1

	,	+1r	+1β
[	]
2r−2,1,1 + r	a

r−2
	+1,	A	β

[	+1]
2r−2,1,1.(2.5)
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Consider now the triple (0, r, r), and take � = 2 again. The relation (2.1) gives

β̂
[2]
0,r,r = (a23E1 + b23E2 + c23E3)rβ

[2]
r,0,0

= ar23β
[2]
2r,0,0 + rar−1

23 b23β
[2]
2r−1,1,0 + rar−1

23 c23β
[2]
2r−1,0,1

+r(r − 1)ar−2
23 b23c23β

[2]
2r−2,1,1,

β̂
[2]
0,r,r = (a32E1 + b32E2 + c32E3)rβ

[3]
r,0,0

= ar32β
[3]
2r,0,0 + rar−1

32 b32β
[3]
2r−1,1,0 + rar−1

32 c32β
[3]
2r−1,0,1

+r(r − 1)ar−2
32 b32c32β

[3]
2r−2,1,1,

and generally

ar	,	+1β
[	]
2r,0,0 + rar−1

	,	+1b	,	+1β
[	]
2r−1,1,0 + rar−1

	,	+1c	,	+1β
[	]
2r−1,0,1(2.6)

+r(r − 1)ar−2
	,	+1b	,	+1c	,	+1β

[	]
2r−2,1,1 − ar	+1,	β

[	+1]
2r,0,0

−rar−1
	+1,	b	+1,	β

[	+1]
2r−1,1,0 − rar−1

	+1,	c	+1,	β
[	+1]
2r−1,0,1

−r(r − 1)ar−2
	+1,	b	+1,	c	+1,	β

[	+1]
2r−2,1,1 = 0.

Let

β :=
(
β

[1]
2r−2,1,1, β

[2]
2r−2,1,1, β

[3]
2r−2,1,1, β

[1]
2r−1,0,1, β

[1]
2r−1,1,0, β

[2]
2r−1,0,1,

β
[2]
2r−1,1,0, β

[3]
2r−1,0,1, β

[3]
2r−1,1,0, β

[1]
2r,0,0, β

[2]
2r,0,0, β

[3]
2r,0,0

)T

be a column vector with 12 components that combines all nonzero Bézier ordinates
for our particular case. Each of the relations (2.4), (2.5), and (2.6) contributes three
conditions; hence β has to satisfy a homogeneous system of linear equations

Mβ = 0,(2.7)

where M := (mij)
9;12
i,j=1 is a 9 × 12 matrix, and its block representation reads

M =

(
M11 M12 M13

M21 M22 M23

)
,(2.8)

where

M11 =




−ar−2
12 r2A1 −ar−1

21 r1 0

−ar−2
13 r3A3 0 −ar−1

31 r1

0 −ar−2
23 r3A2 −ar−1

32 r2

−ar−1
12 r2 −ar−2

21 r1A1 0

−ar−1
13 r3 0 −ar−2

31 r1A3

0 −ar−1
23 r3 −ar−2

32 r2A2




,
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M12 = diag( ar−1
12 , ar−1

13 , ar−1
23 , ar−1

21 , ar−1
31 , ar−1

32 ),

M21 =




r(r − 1)ar−2
12 b12c12 −r(r − 1)ar−2

21 b21c21 0

0 r(r − 1)ar−2
23 b23c23 −r(r − 1)ar−2

32 b32c32

−r(r − 1)ar−2
13 b13c13 0 r(r − 1)ar−2

31 b31c31


 ,

M22 =




rar−1
12 c12 rar−1

12 b12 −rar−1
21 c21 −rar−1

21 b21 0 0

0 0 rar−1
23 c23 rar−1

23 b23 −rar−1
32 c32 −rar−1

32 b32

−rar−1
13 c13 −rar−1

13 b13 0 0 rar−1
31 c31 rar−1

31 b31


 ,

M23 =




ar12 −ar21 0

0 ar23 −ar32

−ar13 0 ar31


 ,

and M13 is a 6 × 3 zero matrix.

3. Two lemmas. In this section, we prove two lemmas.
Lemma 3.1. Let s1s2s3 = −t1t2t3. Then the relations

r1r2 + s1t2 = 0, r2r3 + s2t3 = 0, r3r1 + s3t1 = 0(3.1)

cannot hold all at the same time.
Proof. Let s1s2s3 = −t1t2t3, and suppose that all relations in (3.1) hold. Since

ri, si, ti are barycentric coordinates, ri + si + ti = 1, and

1 = (r1 + s1 + t1)(r2 + s2 + t2)(r3 + s3 + t3).

Expand the right side of this equation and omit the terms that sum to 0. This
produces

1 = (r1 + s1 + t1)(r2 + s2 + t2)(r3 + s3 + t3)

= r1r2r3 + r1(s2 + t2)(s3 + t3)

+r2(s3 + t3)(s1 + t1) + r3(s1 + t1)(s2 + t2)

+s1(r2r3 + s2t3) + t1(r2r3 + s2t3) + s2(r1r3 + s3t1) + t2(r1r3 + s3t1)

+s3(r1r2 + s1t2) + t3(r1r2 + s1t2) + (s1s2s3 + t1t2t3)

= r1r2r3 + r1(s2 + t2)(s3 + t3)

+r2(s3 + t3)(s1 + t1) + r3(s1 + t1)(s2 + t2)

= r1r2r3 + r1(1 − r2)(1 − r3) + r2(1 − r3)(1 − r1) + r3(1 − r1)(1 − r2) < 0,

since all ri are negative. This contradiction proves the lemma.
Lemma 3.2. Let M = (Mij)

2;3
i,j=1 = (mij)

9;12
i,j=1 be the matrix given in (2.8).

Then rankM = 8 if and only if s1s2s3 = t1t2t3. Otherwise the rank of M is 9.
Proof. Assumption (1.1) implies det(M12) �= 0. If additionally s1s2s3 �= ±t1t2t3,

then

det(M23) =
(t1t2t3)r − (s1s2s3)r

(r1r2r3)r
�= 0,
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and the rank of M is clearly 9 since the last 9 columns of M are linearly independent.
In order to compute rankM in the case s1s2s3 = ±t1t2t3, several row and column
rank-preserving transformations on M will be carried out. We shall describe only the
sequence of the necessary operations and shall not write out the consecutive matrices
obtained in the process. All these intermediate matrices will be denoted by the same
letter M , in order to avoid notational complications; thus we shall think of M as
an empty cupboard whose shelves are filled with different items in each turn. The
sequence of the operations to be performed on M is as follows:

1. Multiply the second block column by M−1
12 . This reduces M12 to the 6 × 6

identity matrix.
2. Subtract column 2j + 2 multiplied by (r − 1)ar−2

j,j+1bj,j+1 and column 2j + 3

multiplied by (r − 1)ar−2
j,j+2cj,j+2 from column j, j = 1, 2, 3. Replace row 9 by

row 7 × sr2s
r
3 + row 8 × tr1t

r
2 + row 9 × sr2t

r
2.

Since s1s2s3 = ±t1t2t3, the entries m9j for j = 1, 2, 3, 10, 11, 12 are now reduced to
zero.

3. Eliminate all the entries in the matrix M11, i.e., substract

(
M12

M22

)
M11

from the first block column. This replaces each element m9j for j = 1, 2, 3 by the sum∑6
k=1 mkjm9,k+3. In the case j = 1, the new value of the entry m91 turns out to be

m91 = −r
tr−1
2

rr−1
1 sr−1

1

(
s2(−2sr1s

r
2s

r
3 + sr−1

1 sr−1
2 sr−1

3 t1t2t3 + tr1t
r
2t

r
3)

+r2r3t1t2(sr−1
1 sr−1

2 sr−1
3 − tr−1

1 tr−1
2 tr−1

3 )
)
.

Similar expressions are obtained for m92 and m93.
Since now M11 = ∅,M12 = I, and M13 = ∅, as well as the first and the second

row of M23 are by (1.1) linearly independent, the first eight rows of M are linearly
independent. But the third row of M23 is trivial, hence the matrix M will be of full
rank if and only if the last row of M21 is not trivial. Suppose that r is even. If
s1s2s3 = −t1t2t3, the entries m91,m92, and m93 get simplified to

m91 = 2r
s1s

r
2s

r
3t

r−1
2

t3r
r−1
1

(r2r3 + s2t3),

m92 = 2r
sr1s2s

r
3t

r−1
3

t1r
r−1
2

(r3r1 + s3t1),

m93 = 2r
sr1s

r
2s3t

r−1
1

t2r
r−1
3

(r1r2 + s1t2).

Lemma 3.1 then implies that m91,m92, and m93 are not all zero. Hence the rank
of M is 9. On the other hand, if s1s2s3 = t1t2t3, then m91 = m92 = m93 = 0 and
rankM = 8.



1028 JIAN SONG DENG, YU YU FENG, AND JERNEJ KOZAK

4. The proof of the theorem. Suppose that β
[1]
2r,0,0 and any two of

β
[	]
2r−2,1,1, � = 1, 2, 3,

are zero; for example, the first two. Then, by Lemma 3.2, the system of linear
equations (2.7) has only the trivial solution if s1s2s3 = −t1t2t3. Therefore, the set

G := G′ ∪
{
P

[1]
2r,0,0, P

[1]
2r−2,1,1, P

[2]
2r−2,1,1

}

is the determining set for Sr
2r(�ms). There is a total of α + σ domain points in G.

Thus dimSr
2r(�ms) ≤ α + σ. But in [10], [11] the expression α + σ is proved to be a

lower bound for dimSr
2r(�ms), so the equality

dimSr
2r(�ms) = α + σ

must hold. The proof of Theorem 1.1 is completed.
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